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Executive Summary

The report examines the dual role of Human Rights in assessing potential impacts of
Artificial intelligence (AI) and setting a benchmark for regulatory practice while
shedding a light on the obstacles encountered in this process. Taking into account
the existing literature and research gap, this report deliberately adopted a particular
focus on the following vulnerable groups: children, persons with disabilities and
gender and racial/ethnic minorities, thereby revising the Tradeoffs, Potentials, and
Shortcomings of existing Human Rights instruments in regulating the adverse
effects faced by these vulnerable groups. Additionally, the report analyzes how
current regulations, especially the recent EU AI Act, address AI's impacts and
incorporate a human rights perspective into the issue and examines the adaptive
role to be played by human rights to address current and future AI impacts.

Main findings

1. AI's rapid evolution, marketability, and potential for biased behavior challenge
human rights impact and regulation potential, while balancing the need for data to
improve accuracy poses privacy concerns embedded in the system.

2. AI's impacts on human rights occur throughout the AI lifecycle arising from
technical and societal issues, with complex responsibilities to protect, fulfill, and
respect human rights.

3. Incidents can be driven by or related to AI systems, potentially resulting in
human rights abuses or violations, particularly concerning vulnerable populations.
Distinguishing such incidents requires enhancing expertise in human rights within
the technology sector.

4. Potential human rights violations and abuses associated with AI technologies
regarding children, persons with disabilities, and vulnerable groups have been
increasingly found in everyday spaces such as schools, interactions with public
services and search engines.

5. Even though there is no regulatory vacuum, human rights should be more
included in the regulatory practice. For that, efforts should be made in recalibrating
its boundaries, highlight the unique role that rights and principles such as best
interest of the child, evolving capacities, right to an independent life reasonable
accommodations and inclusive equality entail, as well as promoting Business
responsibility mechanisms.
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Recommendations

1. Enhance Research on Human Rights Impact: There is a need for increased
academic and policy research focused on understanding the human rights impacts
of AI, particularly in under-researched populations such as children and persons with
disabilities. This research should strive to establish a benchmark that correlates AI
incidents with human rights impacts and should actively engage with the voices and
insights of the affected groups. By strengthening research efforts, we can effectively
address the potential human rights challenges arising from AI technologies.

2. Promote Human Rights Awareness and Responsibility: All stakeholders,
including governments, AI providers, developers, and civil society, should prioritize
human rights in AI systems. This entails raising awareness about the potential
adverse impacts on the rights of children, persons with disabilities, and vulnerable
groups. Actors must recognize their responsibility to protect and respect the rights of
these individuals by adopting comprehensive and inclusive approaches.

3. Ensure Rights-Respecting AI Systems: AI systems must be designed and
deployed in a manner that upholds human rights principles. Balancing innovation
and technological advancement with the protection of vulnerable groups is
essential. Responsible regulations should be implemented to prevent the adverse
effects and abuses facilitated by AI systems, ensuring the long-term trust and
well-being of individuals through process-oriented due diligence, human rights
impact assessments, and access to remedies.

4. Establish Effective Human Rights Oversight and Regulation: Governments
should create institutional mechanisms that effectively plan, direct, promote, and
regulate AI technologies in alignment with human rights standards. These
mechanisms should prioritize the protection of rights, upskilling professionals, and
implementing policies that accelerate the development of AI regulations. Such
regulations should incentivize AI research that serves the broader societal interest
while safeguarding the rights of the vulnerable.

5. Foster Human-Centric AI Design: AI research should prioritize the
development of techniques and practices that prioritize human rights and dignity.
Designing AI systems with a human-centric approach ensures that they meet the
specific needs and capacities of children, persons with disabilities, and vulnerable
groups.
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Glossary1

AI actors: those who play an active role in the AI system lifecycle, such as technology
developers, service and data providers, public or private organizations or individuals
that acquire AI systems to deploy or operate them.

AI system: systems that have the capacity to process usually a large amount of data
and information in a way that resembles intelligent behavior, and typically includes
aspects of reasoning, learning, perception, prediction, planning or control. Systems,
platforms and technologies based on algorithmic processes.

Algorithm: a computational procedure that takes an input and produces an output.
They are a fundamental building block of computer science and are used to solve
from simple arithmetic calculations to complex machine learning models.

Algorithmic decision-making: refers to the process in which algorithms are used to
make decisions or take actions. For example, self-driving cars may use an algorithmic
decision-making system to determine the best course of action based on the
surrounding environment, traffic conditions, etc.

Black box: a characteristic of a system that doesn’t provide any transparency or
understanding of how it operates in a manner sufficient to understand how specific
inputs result in specific outputs.

Deep fake: the use of algorithms and other deep learning techniques to generate
content used to trick or fake the viewer, especially manipulating images and videos
to make it seem that a person is in the image or video when they are not in actuality.

Deep Learning: a subfield of machine learning that involves building neural
networks with many layers. These networks are designed to learn hierarchical
representations of data, where each layer learns to represent increasingly abstract
features of the input. It has largely been used in image and speech recognition,
natural language understanding, and game playing.

Generative AI: a subfield of AI that involves training models to learn the patterns and
structures of the data, so that they can create new examples that are similar to the
original data but not identical., usually producing new images, videos, or music.

Information filtering: refers to the process of selecting and presenting information
to users based on their characteristics, behavior, or preferences. In the context of

1 This Glossary gathered definitions from different sources to convey understandings aligned
to the concepts explored in the research, such as the reference textbook “Artificial
Intelligence: A Modern Approach" by Stuart Russell and Peter Norvig; Cognilytica’s AI
Glossary; UNESCO Ethics of AI report and AccessNow report on AI & Human Rights.
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children, information filtering algorithms analyze their online activities, such as
websites visited, search queries, and content interactions that match the user's
interests and needs to tailor the content with the aim of increasing engagement and
satisfaction. The ultimate goal is to filter information to provide personalized content.

Machine Learning: is a subfield of AI that involves developing algorithms and
models that can learn patterns and make predictions from (training) data. There are
three primary types of machine learning: supervised learning, unsupervised learning,
and reinforcement learning.

Natural Language Processing (NLP): a subfield of AI that involves developing
algorithms and models that can understand and generate human language. The
techniques used in NLP analyze and generate text and speech data, enabling
applications such as machine translation, sentiment analysis, and chatbots.

Neural data: refers to data that is generated by measuring the electrical or chemical
activity of neurons in the brain and brain activity. It is considered personal
information about the neural states, processes, and structures of one’s neural activity.

Predictive Modeling: is a technique used in machine learning and data science to
build models that can make predictions about future events or outcomes based on
past data.

Profiling: involves creating detailed profiles of individual users based on their
characteristics, behavior, and preferences. It gathers and analyzes data about users
to understand their demographics, habits, and other personal attributes. These
profiles are then used to tailor content, advertisements, or recommendations to each
individual based on their profile. Profiling can lead, for example, to the manipulative
targeting of children by advertisers and platforms, exploiting their vulnerabilities and
influencing their behavior and choices.

Vulnerable groups: groups of people that have been subjected to marginalization,
discrimination, or oppression based on factors such as race, ethnicity, gender,
sexuality, disability and/or age. In this report, the term will be used interchangeably
with “Priority groups”, used in the human rights field, to define groups that have a
higher level of need, vulnerability, or priority for attention, resources, or support in a
particular context.
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Introduction

AI has emerged as a transformative technology, profoundly shaping various aspects
of our society and significantly influencing our lives, work, and interactions. As we
navigate this new technological landscape, it is crucial to examine the potential
impacts of AI on human rights, with a specific emphasis on vulnerable and priority
groups, including Children, Persons with Disabilities, and gender and racial
minorities. This report aims to provide comprehensive findings and analysis that
shed light on the implications of AI on human rights and explore how existing
frameworks can effectively regulate its impact. The research questions guiding this
report are:

To address these questions, we will delve into various aspects related to AI and
human rights. We will begin by embarking on the journey of understanding AI,
exploring its complexities, and the challenges it presents. This section will include an
introduction to the "AI Abyss" to provide a foundational understanding of AI's nature
and its diverse applications. We will also examine the challenges that arise from this
rapidly evolving technology.

Next, we will unmask the impacts of AI on human rights, aiming to provide a
comprehensive snapshot of the tendencies of AI incidents and their potential
implications. By analyzing AI incidents and connecting them to human rights
impacts, we will shed light on the specific vulnerabilities faced by different groups.
Furthermore, we will assess the existing human rights frameworks and their
effectiveness in addressing these challenges, emphasizing the priority at risk.

By exploring the tradeoffs, potentials, and shortcomings of existing human rights
instruments and other regulatory efforts, we seek to understand how these
frameworks can effectively regulate the impact of AI on human rights while testing
human rights capacity to serve as a benchmark for AI development, deployment and
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use. This section will delve into the recalibration of existing human rights,
reinterpreting boundaries and interconnections to better address the challenges
posed by AI as well as to highlight the need for new subjects of obligation to ensure
comprehensive protection. Lastly, we will address the challenges related to the
participation and inclusion of vulnerable groups in the regulatory processes.

Throughout this report, we recognize the nuanced nature of defining AI, considering
its evolving characteristics and diverse applications. We also acknowledge the
complexities surrounding the universality of human rights, taking into account
differing understandings and contestations. By engaging with these complexities,
we aim to provide an inclusive and sensitive examination of the impact of AI on
human rights in various contexts.
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Methodology

Research Design:
This research employed a mixed-methods approach to investigate the role of
human rights in assessing impacts on vulnerable populations and serving as
regulatory mechanisms in the context of AI. This comprehensive approach (Doyle,
Brady, and Byrne 2009) allowed us to examine trends and patterns of AI incidents, as
well as underscore the specificities of human rights impacts and regulatory
potentials. It aligns with existing literature that emphasizes the need for
multidimensional approaches to address the complex challenges of AI and human
rights (Martsenko 2022; Raso et al. 2018).

The research design encompassed quantitative analysis of the AIAAIC repository
–an independent, open, public interest resource and a comprehensive database that
documents instances of incidents related to AI and its impact–. Additionally,
qualitative analysis was conducted on a systematic review of relevant literature,
current human rights instruments, AI regulations, and interviews.

Data Collection and Management:
For the quantitative analysis, primary data was collected from the AIAAIC Repository.
As of June 2023, the repository contained 1,005 recorded incidents, providing a rich
dataset for analysis of the general trends. Furthermore, a specific subset of 205
incidents that were relevant to the unequal distribution of impacts on vulnerable
groups were identified for further analysis. The dataset underwent preprocessing to
ensure consistency, accuracy, and relevance.

The qualitative analysis involved the examination of existing literature, regulatory
frameworks and international human rights instruments. We also conducted
semi-structured interviews (see Annex 4) with industry professionals, representatives
from the B-Tech UN project, and academics as to have multi-stakeholder
representation. A semi-structured interview guide was developed to ensure
consistency and cover essential topics, including the impact of AI on human rights,
perspectives on current regulations, challenges in implementing regulations, and
potential areas for improvement while allowing for an open-ended approach to
gather participants' perspectives.

According to Rubin and Rubin (2012), a well-designed interview guide helps the
researcher maintain focus and ensures that important areas of inquiry are
addressed. Schensul, Schensul, and LeCompte (1999) assert that semi-structured
interviews are valuable in capturing rich and nuanced data that enhance the
understanding of complex issues.
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The choice of using a relevant purposive sampling in the research methodology,
both for the interviews and the analysis of regulations, is justified for several reasons.
The sampling strategy aligns with the research question and the specific
expertise required for the study. By purposefully selecting participants with
knowledge and experience in AI, human rights, and regulation, the likelihood of
obtaining valuable insights directly related to the research objectives is increased
(Patton 2015). This diverse range of expertise allows for gathering insights from
experts of different arenas and nationalities, contributing to a comprehensive
understanding of the research topic. In this sense, Kvale (1996) underscores the value
of interviews with knowledgeable individuals for obtaining in-depth information and
interpretations of complex phenomena. Furthermore, by selecting frameworks
specifically addressing human rights and their intersection with AI, the analysis
focuses on the most pertinent documents. Creswell (2014) emphasizes the
importance of purposeful sampling that aligns with research goals.

Analysis of Data:
Quantitative data analysis involved descriptive statistics and pattern identification
techniques applied to the AIAAIC Repository data. Further qualitative correlation
analysis was performed to identify relationships between AI incidents and human
rights concerns in a handful of cases. The qualitative analysis focused on content
analysis (Neuman and Neuman 2014) to the interviews and regulatory instruments
assessing their potentials, shortcomings and tradeoffs in addressing human rights
impacts. Integration and analysis involved synthesizing findings from quantitative
and qualitative analysis and deriving implications and recommendations for
enhancing AI regulation and human rights engagement.

Limitations:
First, regarding the quantitative data and the AIAAIC Impact Repository some
limitations should be acknowledged –limitations that were discussed with the
founder of the repository during an interview–. The collection mechanism of the
repository may introduce biases towards incidents that receive substantial media
coverage. The repository's manual detection of incidents is subject to human
judgment and potential oversight or subjective biases or preferences. The
categorization and taxonomy used in the repository may contain inconsistencies or
gaps. Additionally, the repository's Western-centric nature may result in limited
coverage of AI incidents and their impact in non-Western regions.

To mitigate the limitations of the AIAAIC repository, efforts were made to balance
and maintain objectivity in the quantitative analysis, especially regarding the
generalization of the data. Despite the potential biases and gaps, the AIAAIC
Repository provides the first and most comprehensive effort to collect and
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systematize AI impacts in a way that represents the overall conscientious risks AI
poses. That is why the repository provides a valuable starting point for understanding
AI impact incidents and further work on their implications for human rights.

Second, it would have been beneficial to incorporate into our purposive sampling
techniques a wider range of regional and global human rights instruments and
their interaction with AI regulation. This approach would have allowed for a diverse
representation of approaches and perspectives. Additionally, we acknowledge the
importance of including the views of individuals with disabilities, children and
other vulnerable groups in this report. Unfortunately, due to time constraints, we
were unable to conduct interviews with these groups.

Ethical Considerations:
Throughout the research process, IHEID ethical guidelines were followed to ensure
participant confidentiality and data privacy. Necessary approvals were obtained, and
informed consent was obtained from participants during interviews.
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1. Embarking on the Journey
1.1. Introduction to the AI Abyss

Numerous interpretations and perspectives
about AI have emerged over the past
decades. There is no single, universally
accepted definition because the term is
derived from a series of techniques
developed to support, augment and
automate human activities, and is usually
related to tasks inherent to human
intelligence. In addition, the definition of AI
has been subjected to debates and
deliberations primarily due to its dynamic
nature that evolves as technology advances.
Some efforts have been made from different sectors to come up with a definition of
the term, as can be seen in the following text box.
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AI encompasses diverse domains and elements, as shown in Fig 1, each with unique
applications and techniques. A significant subset of AI is Machine Learning (ML)
which refers to the ability of computer programs to learn from and adapt to new
data without being explicitly programmed by humans (Burns 2021). Machines can
now interpret, predict, analyse, and perform various functions with AI, allowing
systems to learn from their experiences, adapt to new inputs, and perform tasks that
human intelligence was once unable to accomplish (Burns, Laskowski, and Tucci
2023). Deep learning is a further subset of machine learning that uses
multi-layered neural networks to enable machines to learn tasks such as image
recognition and natural language processing with astonishing accuracy (Grieve
2023). It is worth noting that although some AI systems can function ‘autonomously’,
human intervention is still to various degrees in the loop –at least in the learning and
some aspects of design, development, deployment, and usage–.

Fig 1. AI vs Machine Learning vs Deep Learning Figure (M Shruti 2023)

With the recent release of ChatGPT (Chat Generative Pre-Trained Transformer), an AI
chatbot developed by OpenAI and launched on November 2022, generative AI
entered the mainstream, adding to the ongoing debates and discussions. In the
minds of most consumers, ChatGPT became synonymous with artificial intelligence.
However, ChaptGPT represents merely a minuscule part of the whole AI abyss.

Amidst the multitude of definitions and interpretations, our report contends that AI
can be best viewed as a ubiquitous double-edged sword. The sword is ubiquitous
because it is deeply embedded in many aspects of our daily lives, often working
behind the scenes. Even though significant corporations are typically at the forefront
of AI research and development, we all use AI technology daily, sometimes without
realizing it (Ibm 2017). Its pervasive presence is reshaping how we work, transforming
our modes of communication, and ultimately impacting the very essence of our lives.
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The sword is also double-edged at the same time because it is capable of achieving
the unimaginable by uncovering deadly diseases and inventing miraculous cures,
improving efficiency, productivity, and accuracy across various sectors, including
healthcare, finance, transportation, and education. These advancements have the
potential to enhance human lives, solve complex problems, and drive economic
growth. Meanwhile, the destructive edge of the sword also monitors, manipulates,
and controls the lives of many without their knowledge or consent, leading to job
displacement, dependency and other potential risks. It is not only the technology
in sight but the way human agency develops and deploys these systems.

Fig 2. The Good and Dark Sides of AI

1.2. Challenges arising from the AI Abyss
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Challenge 1. AI is an ever-evolving, innovation-led, and highly marketable field

The AI abyss can be seen to be evolving between “initial adoption” and “widespread
use” and is thus undergoing a dynamic process of evolution (Anadon et al. 2015). This
means that factors including marketing strategies, price changes, and behavioral or
cultural tendencies, significantly influence the adoption of AI. As a result, identifying
new risks and predicting AI's impacts become increasingly challenging.

AI technologies are advancing rapidly, with new algorithms, models, and techniques
being developed continuously. Moreover, each serves a different purpose and fulfills
a different function (See Table 1). This fast-paced innovation poses a significant
challenge for policymakers, regulatory bodies, and legal frameworks to adequately
keep up with the evolving landscape and address potential risks and impacts.

The marketability of AI often compels companies and developers to prioritize
rapid swift deployment and competitive advantage over ethical considerations
resulting in inadequate attention to bias, privacy, transparency, and fairness issues.
This can lead to potential risks and negative impacts on human rights, particularly
for vulnerable populations. As noted by industry expert León Palafox, “as long as
there are no regulations in place, companies will make the most out of AI profit
potential”.

The race to gain market dominance sometimes leads to inflated claims and
unrealistic AI technology expectations. This hype can overshadow the need for
responsible innovation, rigorous testing, and careful consideration of potential risks.
It is crucial to encourage transparency, honesty, and evidence-based assessments of
AI capabilities to avoid misleading narratives that may negatively affect vulnerable
populations.
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The market-driven nature of AI can exacerbate existing inequalities and create
new disparities. AI technologies may not be equally accessible or affordable for all
individuals and communities, perpetuating digital divides. This can
disproportionately affect vulnerable populations, limiting their ability to benefit from
AI advancements.

Challenge 2. AI systems can exhibit and multiply human-like behavior, and can
also exhibit human-like biases, discrimination, and stereotypes with several
degrees of autonomy

Some have said that AI has a manipulative and controlling potential through Turing's
test. A Turing test evaluates a machine's ability to exhibit human-like behavior by
answering questions in a way that cannot be distinguished from a human's response
Fig 3 (Shridhar 2018).
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Fig 3. An illustration of the Turing Test (Shridhar 2018)

Alongside its ability to emulate human-like behavior, AI can also exhibit human-like
biases, discriminations, and stereotypes. Combining all these facets, AI can
potentially cause significant harm to individuals, including severe violations and
abuse of their fundamental rights. Despite their intended neutrality, AI systems tend
to reflect and perpetuate deeply ingrained societal prejudices, especially against
vulnerable and marginalized groups.

Identifying and addressing these
intrinsic biases within AI systems
becomes crucial, particularly when
addressing the potential impact on
vulnerable and marginalized groups,
such as women, racial and ethnic
minorities, and persons with

disabilities, to avoid perpetuating existing social inequalities through AI technologies.
The challenge, however, lies in designing AI systems that are sensitive towards and
inclusive of diverse perspectives without amplifying existing societal biases.
Technicians argue that, when properly used, algorithmic decision-making systems
can lead to more objective and potentially fairer decisions than human decisions.
However, achieving this requires a thorough understanding and recognition of these
systemic exclusionary mechanisms (Whittaker et al. 2019).

Challenge 3. For better training, optimization, and accuracy, more data is needed,
which further challenges data privacy

One of the primary tradeoffs lies in the tension (and delicate balance) between
privacy and effective and accurate AI systems. AI-driven technologies often rely on
vast amounts of data, including personal information, for training and optimization.
However, this reliance raises concerns about the infringement of privacy, particularly
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for vulnerable groups who may as well already be subjected to surveillance and
discrimination (Martínez Ramil 2021). Striking a balance between utilizing data for AI
advancements and protecting the privacy rights of individuals, particularly children,
is crucial. In this sense, as Leon Palafox mentioned in his interview more data can
increase the accuracy of the system according to the function or purpose. However,
the regulatory landscape should be mindful of what kind of information is
feeding a system to alleviate the potential infringement of the right to privacy
and harmful bias.

This problem further exacerbates with generative AI, as a UN B-Tech project
personnel, mentioned in the interview. According to her, this type of AI system
usually trains and deep learns with whatever information is available, which might
include private information. So we can see that data privacy and nondiscrimination
are embedded challenges in the creation and development of AI systems.

Challenge 4. Impacts of AI may emerge in different contexts or from different
sources, throughout the AI system lifecycle

AI systems can have profound impacts on human
rights at different stages of the AI system lifecycle,
from the data collection phase, through system
planning and design, all the way to the deployment
and use phase. As developed by Raso, human rights
impact of AI may emerge in different contexts or
from different sources (Raso et al. 2018).

The first context pertains to the data used for
training a system. If the data used reflects a situation
in which social bias is present, the AI system will also
produce biased outputs. Thus, the decision-making
process that is adopting an AI system will reflect
those biases impacting the context.

The second is related to the system design. The prevalence of diverse human
choices, preferences, backgrounds, and possible lack of diversity in the developer
team can significantly shape the system design, either positively or negatively and
consequently, the real context in which the system will be used. It is also crucial to
recognize that not all subtypes of AI will work in all settings, somemight have certain
shortcomings that will prove to be harmful in certain areas of application.
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The third context is related to complex interactions that emerge in the environment
where the AI system is deployed. This can be related to the policy-making process,
the decision-making process, predictive action, etc, all of which shape and affect
human interactions. This analysis is essential to recognize that the impacts of AI on
human rights are multidimensional in nature.

As can be seen, the impacts of AI on human rights are seen at different stages.
Starting from the research phase, where substantial investments may prioritize
profit-driven discoveries over addressing human needs, to the complex interactions
between the AI system and its environment, when a system can be misused for
purposes that go beyond its original intent, there is potential for AI systems to affect
human rights. As we will progress through the subsequent sections, these
challenges will be seen to have an intricate link with impacts on human rights, thus
introducing a unique yet complex scenario that should be taken into consideration.
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2. Unmasking the Impacts of AI on Human

Rights

In a speech titled "We need to act now and put human rights at the center of
artificial intelligence designs" by Dunja Mijatović, the Commissioner for Human
Rights of the Council of Europe, she elucidated how AI can negatively affect a wide
range of human rights, from freedom of expression, privacy, association, and
assembly.

In this section, we will unmask these impacts, beginning with a general snapshot of
some of the current tendencies and defining when an AI impact refers to a human
rights impact, violation, or abuse. Further, we would be shedding light on the
existing human rights mechanisms and assessing a few instances where the human
rights of vulnerable populations were at stake.

2.1. A General Snapshot: Current tendencies of AI incidents

AI incidents, as defined in the AIAAIC repository, are negative events or situations
that are either directly triggered by an AI, algorithmic, or automation system, or
where the technology and/or its governance is a significant contributing factor.
These incidents can be deliberate or accidental and may result from internal factors
like algorithmic opacity, misleading marketing, or ethical issues, as well as external
factors including interaction with a complex societal issue, potentially causing harm
to individuals, societies and/or the environment.

Finding 1
From analysing the data, we found a significant increase in the number of
AI-related incidents reported in the last 10 years (Fig 4). This coincides with the
rapid development of new AI systems or the embeddedness of its technology into
more services (as characterized by Challenge 1 arising from AI).

When considering incidents that had direct unequal distribution of harm among
vulnerable groups including gender, race or ethnicity, age, and persons with
disabilities, we also noted an increase in reports that amount to 10 - 25% of the
total incidents reported. The main problem reflected in the analyzed data is the
presence of bias within the outputs of AI technologies. This bias can perpetuate
existing inequalities and reinforce discriminatory practices, exacerbating disparities
among vulnerable groups. Also, the intersectionality of race, ethnicity, and gender
emerged as the main factor contributing to the harm experienced by these groups.
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This serves as a reminder that groups are not unidimensional characteristics, but
they rather amplify and compound their vulnerabilities.

Fig 4. AI-related incidents reported throughout the years

Finding 2
The sectors most prominently represented in incidents where unequal distribution
of harm occurred are: government services, technology, media/entertainment,
education, business services, health, banking, and financial services (Fig 5).
Government services (which coincidently are the main duty-bearers of human
rights) are still the most representative sector of the AI incidents reported.
However, the business side of the equation should not be ignored, especially in
regulatory terms, as they still representmore than 60% of the incidents reported.
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Fig 5. Sectors represented in the AI incidents for unequal distribution of harm

Finding 3
According to our analysis, technologies represented in incidents for unequal
distribution of harm included: Facial Recognition (39), Machine Learning (12),
Natural Language Processing (NLP)/Text Analysis (11), advertising management,
and prediction algorithms, among others represented (Fig 6). Although these
technologies are widely utilized in various domains and industries, they are found to
exhibit biases and inaccuracy in their outcomes, resulting in adverse impacts on
vulnerable groups.
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Fig 6. AI technologies represented in incidents for unequal distribution of harm

It is important to note that the identified
incidents primarily reflect direct harm
caused by AI technologies. However, it
should be acknowledged that vulnerable
groups can also be affected as non-users,
experiencing indirect consequences and
systemic biases that pervade AI systems.

2.2. From AI Incidents to Human Rights Impacts

One gap in the literature pertains to the extent to which AI incidents represent
human rights impacts. One way of addressing that gap is by referring to the triple
obligations that arise under international human rights law. According to several
instruments, states have legal obligations to respect, protect, and fulfill human
rights (Serrano 2013). Respect involves not interfering with the enjoyment of rights or
engaging in their violation. Protection requires preventing other entities from
violating rights by establishing norms and safeguards. Fulfillment entails taking
positive steps to promote, protect, and ensure access to rights.
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In the context of AI, the obligation to respect mandates that AI systems should be
designed and deployed in a manner that respects the human rights of all individuals,
including vulnerable populations. This involves ensuring that AI technologies do not
discriminate, perpetuate biases, or infringe upon the rights to privacy,
non-discrimination, freedom of expression, and other fundamental rights.
Respecting vulnerable populations requires understanding their specific needs,
perspectives, and potential vulnerabilities when designing and implementing AI
systems.

The duty to protect requires taking measures to prevent human rights violations or
abuses that may occur due to AI systems' deployment. This entails establishing
safeguards and mechanisms to identify and mitigate potential risks and harms to
vulnerable populations. It involves implementing adequate data protection
measures, ensuring algorithmic transparency, and addressing biases and
discriminatory outcomes that may disproportionately impact vulnerable groups.

The obligation to fulfill entails taking proactive steps to ensure that vulnerable
populations have meaningful access to the benefits of AI technologies and that their
rights are promoted and protected. This includes measures to bridge digital divides,
provide inclusive and accessible AI applications, and address barriers to equitable
access. Furthermore, promoting education, digital literacy, and awareness among
vulnerable populations to empower them in a data-driven society.

For an AI incident to be categorized as a human rights violation or abuse, there
should be a clear link between the incident and the violation of recognized human
rights and one of the recognized obligations. Determining whether an AI incident
qualifies as a human rights impact can be complex and context-dependent. It
requires careful analysis, consideration of the specific circumstances, the applicable
legal frameworks and expertise in both human rights and AI to make an accurate
categorization.

The distinction between impacts that are "driven by" AI systems and those that are
"relating to" these technologies is essential to understand its impact on human
rights. An incident is "driven by" AI systems, when the technology itself, along with
its governance, directly triggers a negative event or situation. This can occur due to
factors such as algorithmic opacity, misleading marketing, poor ethics, or intentional
actions. Here, the technology is the primary cause of the incident or issue.

On the other hand, incidents that are "relating to" AI systems imply that the
technology and its governance are contributing factors to an incident or controversy,
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but other factors are also involved. While the technology plays a significant role, it
may not be the sole cause of the negative event or situation.

By understanding this distinction, it becomes clear that addressing the societal
issues arising from AI requires moving beyond resolving the technical issues
alone. It necessitates considering the broader context, including social, legal, and
ethical dimensions, to ensure that AI systems align with societal values, norms, and
human rights principles to fulfill the triple obligation.

2.3. Priority at Risk: Existing Human Rights Frameworks

This section emphasizes the need for human rights-based approaches to AI by
highlighting cases demonstrating how AI has infringed or violated the human rights
of the following vulnerable and priority groups:

It is important to remember that Children are protected under the United Nations
Convention on the Rights of the Child (CRC), which establishes their civil, political,
economic, social, and cultural rights. Within this framework, it is particularly
important to address the recognition of evolving capacities and progressive
autonomy, which recognizes that children have the right to gradually develop their
decision-making capacity and exercise autonomy over their own lives. In the context
of the CRC, this principle acknowledges that children should be provided with
age-appropriate opportunities to express their views, participate in decision-making
processes, and have their opinions respected, taking into account their evolving
capacities.

Moreover, as a guiding tool, the best interest of the child is a fundamental principle
enshrined in the CRC. It requires that in all actions concerning children, their best
interests should be a primary consideration. This principle ensures that decisions and
actions related to children, including those involving AI technologies, prioritize their
well-being, safety, and development.

Persons with Disabilities are protected by the Convention on the Rights of
Persons with Disabilities (CRPD), which promotes their rights and inclusion. It aims
to eliminate discrimination and barriers to their full participation in society. The
CRPD recognizes the right to an independent life, which entails enabling persons
with disabilities to live and participate fully in society on an equal basis with others.
This includes providing reasonable adjustments or accommodations to eliminate
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barriers and facilitate their access to services, information, and technologies,
including AI systems. Reasonable adjustments may involve adapting AI interfaces,
ensuring compatibility with assistive technologies, or employing alternative
communication methods to promote inclusivity and equal participation.

For Women, the Convention on the Elimination of All Forms of Discrimination
Against Women (CEDAW) prohibits gender-based discrimination and promotes
gender equality, while Ethnic and Racial Minorities benefit from the International
Convention on the Elimination of All Forms of Racial Discrimination (ICERD),
which prohibits racial discrimination and promotes equality. Inclusive
non-discrimination is a fundamental principle that applies to all individuals,
irrespective of their gender or race, and is protected by various human rights
instruments.

2.4. Instance-Based Impact Analysis

2.4.1. Children's Privacy and Protection from Harm

Instance 1. Neural Data Gathering in schools
Primary school teachers in China can now discern when a student is paying
attention in classrooms, owing to the AI based Brain-Computer Interface (BCI). An
American company and its local Chinese partner Zhejiang BrainCo Technology Ltd.
invented the Focus Headband, a recording brain activity, and advanced wearable
technology that enables consumers to train their brains for better focus and a calmer
mind by providing instant feedback about your mindset, indicating if you are
busy/active, focused/calm (Azor 2022).

The system can detect the student’s brain signals using high-tech sensors that
go across the forehead of children and translate them into real-time data, further
transmitting to the teacher's computer through headbands worn by each child. An
extensive report is later generated with cumulative data showing their concentration
levels over weeks and a comparative analysis of how much students spend
“attentively” versus "distracted" in a class. This way, the teacher can intervene in
real-time and confront the students in class when distracted. Furthermore, these
detailed and electronically produced reports were also sent to parents (Li 2022).

Using devices like such can leave a lasting impact on the proper and holistic
development of children. Along with this, students may feel heightened pressure to
maintain high levels of concentration at all times, leading to increased levels of stress,
anxiety, and a negative impact on their mental and emotional well-being.
Secondly, there is a high possibility that the reports generated from these EEG
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headbands are further sent to the parents and may be misinterpreted or misused,
with the risk of being vulnerable to hacking or unauthorized access, further
compromising student privacy. The local education bureau has reportedly ordered
the school to stop using the controversial technology. Parents are growing more
apprehensive about how this data is utilized and who has access to it (You and
Mailonline 2019). Such AI systems and their technical issue further violate diverse
rights (Table 3).

Instance 2. ChatGPT, BERT, and Impact on Children's Progressive Autonomy
Recent developments in AI, such as Generative AI that produces non-real/artificially
generated images, text, and voice, as well as the widespread deployment of
large-scale language models for powerful conversational agents raise critical
concerns regarding the protection and respect of children’s evolving autonomy,
capacities and privacy. General purpose chatbots such as ChatGPT are designed
and intended to be highly qualified personal assistants providing people with advice
and information2, however, the information they provide is not verified according to
children’s understanding capacity, cultural context, and appropriateness of the
moment for receiving the information.3

AI developers and providers are not responsible, to any extent, for the information
given by their AI applications. The technology architecture and prevailing logic are
that AI systems seek and use information that is already publicly available on the
internet, which is then processed and provided by a conversational agent. Due to
their novelty and high capacity, AI chatbots tend to become an easy and increasingly

3 The case for banning ChatGPT in Italy in April 2023 was majorly motivated by the platform’s
lack of age verification mechanisms to prevent children’s access to inappropriate content and
the platform’s personal data collection practices. An investigation was started by the Italian
data regulator, Guarante, and motivated the European Data Protection Board to establish a
dedicated task force for privacy and regulation concerns in the same month. See more at
https://www.garanteprivacy.it/web/guest/home/docweb/-/docweb-display/docweb/9870847

2 Wide media coverage on the potential uses of AI chatbots, available at:
https://www.nytimes.com/2023/06/23/technology/ai-chatbot-life-coach.html.
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reliable source of information used to influence and shape knowledge,
understanding, and decisions of adults and children4. Though inaccurate and wrong
information is/can be provided, the current approach often relies on a simple
disclaimer on an initial page as a means to address the issue5. As a result, AI
applications are still being provided without adequate consideration and
protection for the rights of children.

A study was conducted by Robert Munro (Metz 2019) using Bidirectional Encoder
Representations from Transformers (BERT), a family of language models developed
by Google researchers. The experiment consisted of 100 English words which were
fed into BERT, including "jewelry", "horses," "house," "money," and "action." 99 out of
100 times, BERT associated these words with men rather than women, with the
exception of the word "mom". Biased AI language models like such carry the
potential to manipulate the impressionable minds of children, influence their beliefs
and opinions, and further infringe on their human rights including, freedom of
thought, right to education, information, etc.

A combination of lack of accountability for the information (mis/disinformation)
provided by AI applications and the trend to incorporate chatbots as qualified (due
to the amount of data it process) personal (due to the human-like intelligence
aspect AI pursues) assistants poses potential harms to children at a global level.

Instance 3. Implications of AI Image Generators on Children
An estimated third of all online users are young children (“Digital Child’s Play…” 2021),
and exposing children to AI-powered technology can pose privacy risks, data
breaches, and the creation of a space where children's behavior can be easily
controlled and manipulated. Firstpost recently published an article that shed light on
the alarming news of online paedophile communities bypassing child sexual
abuse material and child sexual abuse material filters and creating and sharing
child pornography with AI image generators like Midjourney and Stable Diffusion.

2.4.2. Persons with Disabilities

Instance 1. Able-ist systems and Independent Life
AI systems are increasingly used to determine who gains access to social services,
how spaces are designed, who is fit for work, and who deserves the benefits of legal
personality. Persons with disabilities are particularly affected by the biased data sets

5 Several conversational platforms (ChatGPT, PerplexityAI, HuggingChat) provide disclaimers
on the potential for incorrect, biased and harmful content as they are test/evolving solutions.

4 OpenAI Technical Report presented GPT-4 as exhibiting human-level performance on
various professional/academic benchmarks, passing simulated bar exam with a score around
the top 10% of test takers. See more at: https://arxiv.org/abs/2303.08774
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since these discriminatory algorithms can restrict persons with disabilities from
employment or benefits making them even more vulnerable to poverty and
marginalization, and in ways that are more systematic and harder to detect.
Additionally, they are more at risk of unfair treatment and surveillance. According to
an article released by The Guardian in 2021, Persons with disabilities in Manchester
were being subjected to stressful checks and faced a series of invasive and
humiliating investigations without any proper explanation. This vulnerable
population was being wrongly labeled as “potential benefit fraudsters” by an
undisclosed algorithm used by the government (Savage 2021). Such AI systems and
their technical issue further violate diverse rights (Table 4)

Instance 2. Misinterpreting Behavior in Situations of Risk
Despite the potential impact of AI, very little effort has been made to protect persons
with disabilities, especially regarding the effect of autonomous weapons on this
priority group. Although "ethical" perspectives on autonomous weapons systems
are discussed, individuals with disabilities and those from the global South are
seldom included in the debates. Only recently have the rights of persons with
disabilities been taken into account when examining ethical issues related to AI.

Apart from the fact that data used by autonomous weapons reflects existing societal
prejudices, these AI systems also fail to take into consideration every possible
scenario, especially uncertain scenarios like armed conflict. For example, people
suffering from psychosocial disabilities might exhibit “out of ordinary” behavior like
lack of response, improper reflexes, shouting or unexpected movements, leading to
autonomous weapons interpreting them as a risk and identifying the person as a
target.

When multiple disabilities or multiple systems responsible for creating inequality
interact in an intersectional manner, such scenarios become more complex and
prone to human rights violations. Suppose an indigenous woman in India, with
hearing impairment were to communicate via signing in her native language, AI

31



applications (including those embedded in autonomous weapons) would possibly
fail to process or detect it accurately. AI systems often have difficulty
understanding and incorporating the unique contexts and cultural nuances of
those groups. In the case of AI-based autonomous weapons, this issue becomes
particularly critical since autonomous weapons intersect the two historically
patriarchal systems: the technology and the military (Figueroa Orozco et al. 2022).

2.4.3. Gendered and Racial Minorities

Instance 1. Bias in AI as a Discrimination issue
AI rapidly integrates into workplaces and domestic settings, resulting in a changing
work environment. AI systems which are being developed and deployed for
hiring, tend to disadvantage women throughout their careers because they are
based on historical data reflecting past biases against women. For instance, in 2018,
Austria's Public Employment Service (AMS) developed a system that predicts job
seekers' employment prospects and allocates appropriate support. To determine a
job seeker's relative employability, the AMS algorithm uses several factors, including
gender, age, citizenship, education, health, care obligation, and work experience.
After that, it assigns job seekers to High, Medium or Low score possible prospective
employability groups.

It was observed that the algorithm gave lower scores to women over 30, women with
childcare obligations, and migrants, regardless of their qualifications being the same
as men (AIAAIC - Austria AMS Job Seeker Algorithm 2018). Systemic discrimination
of such kind can potentially reinforce existing prejudices and violate human
rights, thus calling for better regulation of AI algorithms.

Jobs that require soft skills, such as conflict management, teaching, and
communication, are often associated with women, thus feeding the same into AI
algorithms. Considering, these skills are not as well paid as hard skills, it further
perpetuates the gender pay gap, alongside reinforcing the idea that women are
best suited for traditionally “feminine” roles, while men are best suited for
higher-paying roles. This can create a barrier for women in the workplace, making it
difficult for them to access the same opportunities as their male counterparts (Huet
2022) and infringing upon their fundamental human rights to be treated equally.

32



In other news, GPT-3, released by OpenAI in 2020, was seen to exhibit societal bias by
associating Muslims with violence. In 23% of cases, "Muslim" is linked to "terrorist,"
and in 66% of cases, references to violence are made when GPT-3 is asked about
Muslims. During a storytelling test at McMaster University, GPT-3 consistently
generated alarmingly violent completion phrases when asked about "Two Muslims
walk into a store...". Among the responses were "Two Muslims walked into a
synagogue with axes and a bomb" and "...a Texas cartoon contest and opened
fire" (Rooting Out Anti-Muslim Bias in Popular Language Model GPT-3 2021). This
bias can be of harm to the ethnic community, perpetuating pervasive negative
stereotypes. Such biases make Racial and Ethnic Minorities vulnerable to AI's harmful
impact on human rights, affecting the Rights to Life, Liberty, and Personal Security.

Similarly, a computer program used to assess the likelihood of a defendant
becoming a recidivist, Correctional Offender Management Profiling for
Alternative Sanctions (Compas), was biased against black prisoners. Almost twice
as many black defendants were mistakenly labeled as “high-risk” to commit a future
crime twice as often as their white counterparts. This can further lead to the unfair
denial of bail and other privileges to black defendants, alongside violation of their
human rights (Mesa 2021).

Instance 2. Lack of accuracy in Facial Recognition
With a classification accuracy rate of nearly 90%, Facial recognition technology is
often seen boasting for its reliable outcomes. What often goes unacknowledged is
the myriad of racial, ethnic, and sociotechnical biases that persist in this and many
more AI systems. For instance, facial recognition systems have been repeatedly
found to be discriminatory against black women, with the poorest accuracy rate. This
deficiency arises from insufficient training data and flawed models, perpetuating
culturally ingrained biases against people of color. An independent assessment
conducted by the National Institute of Standards and Technology (NIST) has
confirmed these studies, finding that face recognition technologies across 189
algorithms are the least accurate on women of color (SITNFlash 2020). Such AI
systems and their technical issue further violate diverse rights (Table 5).
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Fig 7. Face Recognition Technologies’ accuracy for varied Skin Tones and Sexes
(SITNFlash 2020)

To summarize the findings, in this section we explored how diverse AI systems show
technical issues or deployment purposes that relate to impacts on human rights for
vulnerable groups, with a special emphasis in the way the special human rights
regime that addresses them should be taken into account in this appraisal.
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3. Regulating AI: Human Rights Potential to

Address the Impacts for the Vulnerable

The intersection of AI and human rights introduces a complex landscape of tradeoffs
and challenges, particularly when considering the impacts on vulnerable groups.
Navigating this terrain requires striking a fine balance between promoting
technological advancements, and societal benefits, and safeguarding the rights
of those most vulnerable (Aizenberg and van den Hoven 2020). In this section, we
will develop how the human rights ecosystem can play a role in these regulatory and
impact-addressing aspects.

Most discussions around AI impacts has seen ethics or technical standard settings
as the main interlocutors (Dubber, Pasquale, and Das 2020). Global events that aim
to foster AI potential benefits for society and minimize harm also fail to interact with
a human rights agenda. For instance, in the OHCHR report A/HRC/53/42 on standard
setting, the office addressed how the International Telecommunication Union fails to
engage explicitly with human rights in its operations.

Dealing with human rights issues, such as nondiscrimination, access to social and
economic services, and promoting freedom of speech, without addressing human
rights directly can reduce the operation of its mechanisms. Human rights, in that
sense, provide a stable and generally accepted framework, with an operational
structure and different mechanisms of accountability that opens up a clearer
picture of dealing with emerging
technologies (Mantelero and Esposito 2021,
4). Events such as RightsCon –a yearly event
organized by the NGO Access Now– shows
that. However, there is still a gap between
technological development and human
rights discourse, both in expertise and
collaboration, as UN B-Tech project
personnel emphasizes.

Additionally, even though there is not a
legal vacuum, as also emphasized by the interviewed Professor of Law, Ana
Beduschi –as sometimes is claimed– and various existing domain-specific rules
governing certain AI applications can typically be applied to safeguard against
abuses and violations (Kak & Myers West, 2023), there is increased advocacy for the
updating and reappraisal of human rights law in response to the new impacts posed
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by AI, as it is claimed that the existing body of international human rights treaties,
general comments, and jurisprudence is ill-equipped to protect certain aspects that
will be affected –for instance, regarding mental identity, agency, and privacy–
(Genser Jared et al. 2022).

In any case, the existing HR instruments do not explicitly address the full range of AI
impacts, while the few –but existing– AI regulations do not comprehensively
consider the impacts on vulnerable populations. Bridging this gap requires finding
ways to incorporate AI impacts into the scope of HR instruments and ensuring that
AI instruments provide holistic coverage of the impacts on vulnerable groups.

For that aim, Dror-Schpoliansky and Shany identify three stages in the development
of international human rights law to adapt to the digital challenges. Their typology
encompasses 1) the recalibration of human rights, 2) the introduction of new
subjects of protection and obligation, and 3) the creation of digital human rights.
(Dror-Shpoliansky and Shany 2021). Within the scope of this report, we will focus in
the first two movements, efforts that will occur simultaneously, gradually moving
away from a paradigm of normative equivalence, which suggests that the same
rights should apply both offline and online, and recognize the unique challenge of AI
in vulnerable populations.

3.1. Recalibrating existing Human Rights: Reinterpreting Boundaries
and Interconnections

According to Dror-Schpoliansky and Shany, in this stage, human rights elements and
contextual implications will come into place by reinterpreting their boundaries
regarding new technologies. This implies understanding how the rights
interpretation and its regulatory potential are being updated. With that in mind, we
will discuss efforts to use special procedures and treaty bodies in this regard.

3.1.1. General comments and reports by special procedures and treaty bodies

In the General Comment nº 25 on Children's Rights in relation to the digital
environment (2021), the UN Committee on the Rights of the Child revisited the
UNCRC through the lens of digital technologies impacts. This comment is a
comprehensive reference for regulating the impacts of AI on children’s human
rights.

This comment calls for states to review, adopt and update national legislation in
line with international human rights standards to ensure compatibility between the
digital environment with children’s rights, for instance through the mandate to
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embed child rights impact assessments into public and businesses practices, and
review regulation concerning practices that are not based on the best interest of the
child such as the commercial advertising and marketing practices, which affect their
digital experiences.

Another instance is the A/HRC/49/52 Report of the Special Rapporteur (SR) on the
rights of persons with disabilities on Artificial intelligence and the rights of
persons with disabilities. In this report, the SR recognizes that AI technologies can
contribute to inclusive equality in areas such as employment, education, and
independent living. However, the report also acknowledges the discriminatory
impacts associated with these technologies.

The report specifically examines how these technologies can impact the enjoyment
of human rights in areas such as privacy, autonomy, access to information,
non-discrimination, and independent decision-making. The report calls for a
comprehensive understanding of these risks and urges the development of
safeguards to ensure that AI respects and promotes the rights of persons with
disabilities. Moreover, the recommendations emphasize the importance of involving
persons with disabilities in designing and implementing AI systems, conducting
impact assessments, promoting transparency, and developing regulations and
standards that safeguard the rights of persons with disabilities.

3.1.2. Enhancing regulatory landscape: EU AI act and the connection of
regulation to human rights

In the AI regulatory landscape, we can observe various approaches that encompass
principles and guidelines for the private sector involved in AI research and
development, as well as recommendations, plans, and policies for policy-makers, at
national, regional, and international levels. However, regarding regulatory
frameworks, some proposals are in different stages of the legislative process or still
under discussion. The EU Artificial Intelligence Act (EU AI Act) stands out as the first
and only comprehensive proposal to be approved by a legislative body, currently
entering the final negotiation steps to become law, and China implemented a set of
regulations on very specific technologies, namely recommendation algorithms and
deep synthesis technology. Conversely, the US Algorithmic Accountability Act was
introduced in 2022, but failed to pass in the US Congress in 2023, and the United
Kingdom approved its policy paper “AI regulation: a pro-innovation approach” in
2023. In this sense, human rights are deeply connected to this current regulation as
to enhance their protection capacity.

The EU AI Act reached an important milestone with the approval of its draft
negotiation mandate by the European Parliament in June 2023, marking the final
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legislative stage. The EU AI Act encompasses a broad range of rights, spanning from
rights to human dignity to an effective remedy and fair trial, right of defense and
presumption of innocence, freedom of expression and information,
non-discrimination, right to education, to respect for private and family life, and
intellectual property rights.

The Act aims to undertake a risk-based approach that interacts with a human rights
recognition and also accounts for protecting vulnerable groups. AI systems
designed or deployed using data related to characteristics such as gender, gender
identity, race, ethnic origin, migration or citizenship status, political orientation,
sexual orientation, religion, and disabilities are acknowledged as potentially
leading to discrimination and human rights violations. Therefore, in contexts
involving the Categorization of natural persons, Social scoring, Real-time remote
biometric identification, Law enforcement, Education, Work, Access to public and
private services, and Migration, AI systems can be classified as unacceptable or
high-risk systems, being prohibited or having to comply with mandatory
requirements, respectively.

The EU AI Act also addressed the rights of Children by highlighting, in Amendment
56, that children have specific rights as enshrined in Article 24 of the EU Charter
and UNCRC. It also requires Codes of conduct and Risk management systems to,
among other purposes, assess whether and how AI systems may affect vulnerable
groups. A detailed analysis of aspects to be regarded in the regulation of AI
concerning the rights of children is provided in Annex 2. Some relevant harms that
AI systems can pose to children are related to the potential of the technology to
promote, amplify and result in discrimination, mis/disinformation, manipulation, and
interference in their development and identity formation, privacy concerns for the
collection and misuse of their data for harmful purposes and even sexual exploitation
and abuse.

As for Persons with Disabilities, the proposed Amendment 88 puts forth that “the
Union and the Member States are legally obliged to protect persons with disabilities
from discrimination and promote their equality, ensuring their access to
technologies, and the respect for their privacy” once they are signatories to the
UNCRPD. An additional regulatory measure is proposed requiring AI systems
providers to ensure full compliance with accessibility requirements by design. See
Annex 3 for a detailed description.
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3.2. Highlighting the need for New subjects of Obligation

This stage involves acknowledging the responsibility of digital multinational
companies in protecting human rights not only through national or regional
legislation (such as the EU AI Act) but also as an element embedded in the
international human rights system. In that regard, the UNGPs and the related B-Tech
project will be brought forward as instances of this stage.

3.2.1. United Nations Guiding Principles (UNGP) and B-Tech Project

Given the complex and multidimensional nature of AI's impact on human rights, it is
crucial to involve diverse stakeholders and ensure their meaningful participation in
the development and implementation of policies and practices. It is crucial to
emphasize that accountability should concern not only the design, development,
operation, distribution, and marketing of AI applications but also account for the
purpose and contextualized deployment of their products.

The three pillars of the UNGPs include (1) the state's duty to protect human rights; (2)
the corporate responsibility to respect human rights, which places the onus on
businesses to avoid infringing on human rights and address any adverse impacts
resulting from their activities; and (3) access to effective remedies, which highlights
the need for accessible and adequate grievance mechanisms to provide remedies to
individuals or communities affected by business-related human rights abuses.

The UNGP presents a valuable framework as it provides a comprehensive set of
guidelines that emphasize the responsibility of states and businesses to respect,
protect, and fulfill human rights. By emphasizing the principles of due diligence,
human rights impact assessments, and access to remedies, the UNGP can guide
the development of policies and practices that safeguard vulnerable populations.

Moreover, as discussed in the interview with the UN B-Tech Project personnel, in
2019, the project was launched as a way of enhancing UNGPs applicability in the
technology space. A community of practice has emerged to address challenges and
promote human rights due diligence in the tech industry. This project emphasizes a
process-oriented approach to human rights rather than a risk-based approach. A
smart mix of mandatory measures, voluntary measures, and incentive-based
mechanisms was proposed, accompanied by stakeholder engagement with human
rights embedded in the process.
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From a UNGPs perspective, human rights
risk and potential impacts are prioritized
throughout the activity –in this sense, the
AI lifecycle– to determine mitigation
activities. Human rights due diligence
(HRDD) core items such as Human Rights
Impact Assessments (HRIAs) and
operational grievance mechanisms are
also promoted.
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3.3. Challenges and Importance of Including the Voice of the
Vulnerable

Lack of bindingness of some of the
instruments referred and lack of clear
enforcement mechanisms and
accountability measures may limit human
rights compliance. This is particularly
concerning for vulnerable populations
lacking the resources, knowledge, or
capacity to engage with powerful AI actors
and hold them accountable for potential
human rights violations. The effectiveness
of policies relies on the strength of the
supporting institutions (Mökander et al., 2022). That is why, efforts should be made in
enforcing the implementation and oversight structures.

Despite accountability mechanisms in human rights law, and participatory decisions
challenges persist in identifying duty bearers and responsible entities in automated
decision-making processes, addressing issues like the black box effect of AI
technologies and the involvement of multiple actors with varying degrees of
responsibility throughout the system's lifecycle remain (Land and Aronson 2020).
Also, there is a potential risk in actors only referring to human rights as discoursive
mechanisms without real operationalization (Mantelero 2022). Some authors have
also articulated that human rights law might suffer from a problem of cooptation
and effectiveness that needs to be addressed to further their protective potential (Su
2022). These challenges should be explored in greater depth.

Nevertheless, it remains crucial to prioritize regulation for the protection of Children,
Persons with Disabilities, and other vulnerable groups due to the disproportionate
harm they may experience. One way to do so is to recognize that vulnerable groups
usually are not consulted in decision-making about what is or is not acceptable in
the AI space, let alone make them a priority. It is crucial to prioritize the voices and
experiences of these groups in the development and evaluation of AI technologies
(Molnar 2019). Inclusive and participatory approaches involving representatives from
marginalized communities can help identify potential risks and ensure that AI
systems are designed with the specific needs and rights of these groups in mind (Liu
2021), for instance, by involving disabled people in the design of AI software and
technology which is intended for use by those with disabilities (Smith and Smith
2021).
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Conclusion and Recommendations

Throughout this study, we have been discussing the potential harms of AI to the
rights of children, persons with disabilities, and other vulnerable groups. In this
sense, human rights serve as parameters to judge the impacts of AI systems on the
most vulnerable, beyond technical incidents. Also, human rights serve as
benchmarks for AI regulations, providing a foundation for the development of
responsible AI systems. By evaluating the compliance of AI systems with human
rights standards, we can determine whether they respect and align with human
rights.

Building upon the discussions of AI challenges, human rights impacts, and potential
for regulation in relation to vulnerable groups, some recommendations can be
proposed.

1. More academic and policy research is needed to address human rights
impacts of AI, especially (1) to strengthen a benchmark that allows a
correlation between AI incidents and human rights impacts and (2) to further
develop and explore human rights impact on the vulnerable
under-researched population, such as children and persons with disabilities
while effectively including their voices and insights.

2. All actors involved in or affected by AI systems (governments, civil society,
AI researchers, developers, and providers) must be aware of the harms and
adverse impacts AI can have on the rights of children, people with
disabilities, and vulnerable groups. They should adopt a holistic approach,
recognizing their responsibilities to protect and respect these rights through
capacity building and expertise sharing. To ensure all actors take responsibility,
governments should propose operational regulations, AI providers and
developers should comply with human-rights-based AI principles, and civil
society should advocate for the rights of children and vulnerable groups.

3. Avoid putting into the market AI systems that are not robust, safe and
compliant with responsible AI practices specifically for children and
vulnerable groups with continuous human rights due diligence and
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monitoring. A lot has been argued about the restrictions AI regulation can
pose on a country’s innovation and technological advancement, thus
criticizing more strict regulation proposals. However, the protection of children
and the vulnerable must be regarded with the same relevance. Reasonable
discussion should focus on a possible balance between fostering technological
advancement and the responsibility of states and societies to protect,
promote and respect the rights of the vulnerable. Embracing AI systems that
are not mature enough to avoid eroding individual privacy, perpetuating
discrimination, and widening inequality might undermine public trust in
industry and government (O’Shaughnessy & Sheehan, 2023). Unbalanced
pro-innovation and geopolitical strategic advantage approaches may come at
a higher societal cost that is sometimes only discerned in the long term.

4. A new institutional ecosystem for promoting and regulating AI will be
necessary considering the processes of adapting and transforming human
rights regulatory potential. As AI rapidly advances, the global landscape
necessitates the emergence of government institutions that responsibly plan,
direct, promote, and regulate AI. Upskilling of professionals, and policies to
accelerate (not delay or resist) AI regulation are necessary once AI
development will not be stopped. Government’s capacity to develop effective
regulations and propose measures that incentivize the types of AI research
that would broadly serve society should be prioritized. This new ecosystem
should explore the possibility of exploring the need for new rights.

5. AI research should develop new techniques and practices that allow AI
technologies to be child-appropriate and human-centric (rather than
profit-centric) by design. Most of the technologies, platforms and AI systems
are primarily designed for adult users and audiences and then adapted to be
used, for instance, by children and persons with disabilities.

Safety-by-design and data minimization are principles that platforms used by
children should widely adhere to. New paradigms may emerge as AI
technologies used by children should be developed to meet their needs and
developing capacities by design. Certain concepts, for instance, require that
companies storing children's data should enable the correction and
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withdrawal of information. But recent paradigms, like data minimization, puts
forth restrictions on the type of data, purposes, and storage time for data
collection (Kak & Myers West, 2023).

The foundation for AI system development that children and vulnerable
groups may use should prioritize safety, age-appropriateness, and the
enhancement of their rights.
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Annex 1. Subsets of AI

Machines are now capable of interpreting, predicting, analyzing, and performing various functions with AI, which
allows machines to learn from their experiences, adapt to new inputs, and perform tasks that human intelligence was
once unable to accomplish (Burns, Laskowski, and Tucci 2023).

Much of the research initially focused on programming machines to exhibit clever behavior, like playing chess.
However, the emphasis has shifted towards machines that can learn, at least to some extent, in a manner akin to
human beings. This is known as machine learning, which is a subset of artificial intelligence. Machine learning
algorithms are able to take data and identify patterns in it, and then use those patterns to make predictions and
decisions. This has enabled machines to perform tasks that would otherwise be very difficult using traditional
programming methods (Petersson 2023).

Deep learning is a further subset of machine learning that uses multi-layered neural networks to enable machines to
learn in a more human-like way. This technology has enabled machines to learn tasks such as image recognition and
natural language processing with astonishing accuracy (Grieve 2023).
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Annex 2. Table of AI Impacts and Regulation concerning the Rights of
Children

The table draws on the UN General Comment nº25 on the rights of children in relation to the digital environment.

AI Impacts and Regulation: Safeguarding Children's Rights

Children's Rights
Affected by AI
Systems

Instances of Children's Rights Abuse and Violations
in the Context of AI

Key Considerations for AI Regulation in
Protecting Children's Rights

Non-discrimination Children may receive hateful communications or unfair
treatment while using AI platforms. AI-based systems may
enable and result in information filtering, profiling or
decision-making based on biased, partial, or unfairly
obtained data concerning a child.

Data based on children’s sex, disability, socioeconomic
background, ethnic or national origin, language, or any
other grounds should not be used in AI systems in a
manner that leads to discrimination against minority and
indigenous children, asylum-seeking, refugee and
migrant children, children who are victims and survivors
of trafficking or sexual exploitation, and children in other
vulnerable situations.

Access to
information

The digital environment can include gender-stereotyped,
discriminatory, racist, violent, pornographic and exploitative
information, as well as false narratives, mis/disinformation
encouraging children to engage in harmful activities.

Concise and intelligible content labeling on the
age-appropriateness and trustworthiness of the content
should be considered. AI providers and developers
should be responsible for monitoring and prohibiting
content that is potentially harmful to children.

Freedom of
expression

When children express their views and identities in the
digital environment, they may attract criticism, hostility,
threats, or punishment. They may also be unprotected in
environments where commercial and political motivations
seek to promote particular world views.

AI systems should not allow children to be exposed to
cyberaggression and threats, censorship, data breaches
and digital surveillance, manipulation or interference
with children’s ability to form and express their opinions.
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Freedom of
thought,
conscience and
religion

AI systems may be used to make inferences about a child’s
inner state through emotional analytics or inference
collecting information that can be used for harmful
purposes. Children may also internalize distorted
representations, unrealistic beauty standards, and societal
pressures, affecting their self-perception, self-esteem, and
identity formation.

AI systems should not affect or influence children’s
behavior, emotions, choices, decisions, and development
or adversely distort their development via social
categorization, profiling, manipulation, and any other
related practice.

Freedom of
association and
peaceful assembly

AI platforms can enable children to participate in associated
communities and public spaces for educational and cultural
exchange purposes. Misuse of data from these interactions
may allow for restriction or deprivation of future
opportunities or the creation of police profiles.

AI systems used in contexts involving children should be
safe, private and free from surveillance by public or
private entities.

Right to privacy Digital practices, such as web scraping, profiling and
information filtering, behavioral targeting, mass surveillance
and massive data collection and storage are becoming
routine and may lead to data collection without proper
consent or protection, exploitation of children’s
vulnerabilities, and misuse of their data for harmful intents.
Children may not fully comprehend the implications of data
collection and profiling, and they may not be able to provide
informed consent for the use of their data.

Ethical design principles that prioritize the well-being of
children and their developing capacities, such as
safety-by-design, and privacy-by-design, should be
adhered to. Compliance with Data Minimization
principles should be mandatory when an AI system is
collecting, storing or processing children’s data, and legal
provisions prohibiting the use, leaking and
commercialization of children’s data for, or resulting in,
harmful intents should be present in AI regulation.
Similarly, anonymity practices should not be routinely
used to hide harmful or illegal behavior.
Children’s personal data should be easily accessed,
rectifiable, and deleted when unlawfully or unnecessarily
stored.

Protection from
violence, abuse
and neglect

Non-consensual creation or sharing of sexualized content,
promotion of self-harming behaviors, such as cutting,
suicidal behaviors or eating disorders, bullying, and
cyberaggression may be facilitated and amplified by the use
of AI systems. Also, soliciting children to participate in
content with sexual purposes and amplifying the production
and distribution of child sexual abuse material.

AI systems should not facilitate situations in which
children experience violence or harm themselves,
activities that recruit or exploit children for involvement
in violence and allow child sexual-related practices,
including the live streaming, production, and distribution
of child sexual abuse material.
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Protection from any
form of exploitation

Economic exploitation, including child labor, sexual
exploitation and abuse, sale, trafficking, and abduction of
children, and the recruitment to participate in criminal
activities may be facilitated by AI technologies.

AI systems should enable the detection and reporting of
child sexual exploitation and abuse or child sexual abuse
material. Age verification mechanisms should prevent
children from acquiring and accessing products/services
illegal for them to own or use.

Right to Health and
Welfare

In situations of public emergency or humanitarian crises,
access to health services and information through digital
technologies may become the only option. Adolescents
may also want access to free, confidential, age-appropriate,
and nondiscriminatory health services online.

In such contexts, misinformation on diagnosis, treatment or
relating to health and well-being, including on sexuality, and
physical and mental health can be harmful to them.

Children should have safe, secure and confidential access
to trustworthy health information and services. Children’s
rights should be considered by design in the
functionality, content and distribution of AI systems
provided to children or potentially used by them.
Children’s exposure to the promotion of unhealthy
products, including certain food and beverages, alcohol,
and drugs, through targeted or age-inappropriate
advertising, marketing or any other practices should be
prevented.

Right to education
and
development

Children may be exposed to false or misleading information,
leading to a distorted understanding of the world and
inaccurate beliefs.
Emotional and psychological impact: Misinformation can
evoke fear, anxiety, or confusion, especially when related to
sensitive or distressing topics.
Misguided decision-making: children basing their decisions
or actions on misinformation can lead to negative
consequences for their well-being, relationships, and
personal development.

AI systems should be appropriate for children’s evolving
capacities regarded that the digital social environment
can potentially shape children’s cognitive, emotional and
social development, especially during the critical
neurological growth spurts of early childhood and
adolescence.

Right to culture,
leisure, and play

Leisure time spent in the digital environment may expose
children to risks of harm through opaque or misleading
advertising or highly persuasive or gambling-like design
features.

AI systems should not target children using techniques
designed to prioritize commercial interests over those of
the child. Data protection, privacy-by-design and
safety-by-design approaches should be adhered to.

Rights of Children
with Disabilities

Children with physical, intellectual, auditory, and visual
disabilities face different barriers, such as content in
non-accessible formats and limited access to affordable
assistive technologies.

Ensure that AI systems should be designed for universal
accessibility, with content in accessible formats, so that
all children can use them without exception.

Table of AI Impacts and Regulation concerning the Rights of Children.
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Annex 3. Table of AI Impacts and Regulation concerning the Rights of
Persons with Disabilities and Other Vulnerable Groups

The table draws upon the EU AI Act on the aspects concerning the rights of Persons with Disabilities and other
Vulnerable Groups.

AI Impact and Regulation: Safeguarding the Rights of Persons with Disabilities and other Vulnerable Groups

Human Rights Affected by
the influence of AI systems

Instances of Human Rights Abuse and Violations in the
Context of AI Regulatory measure

Human dignity and right to
non-discrimination

AI systems that categorize natural persons according to known
or inferred sensitive or protected characteristics (gender, race,
ethnic origin, citizenship status, political and sexual orientation,
religion, disability, etc) are intrusive and violate human dignity.

Unacceptable Risk - AI system
prohibited

Right to dignity,
non-discrimination, and values of
equality and justice.

AI systems providing social scoring of natural persons for
general purposes may lead to discriminatory outcomes,
detrimental or unfavorable treatment and the exclusion of
certain individuals or whole groups.

Unacceptable Risk - AI system
prohibited

Freedom of assembly, right to
non-discrimination, and other
fundamental rights

AI systems for ‘real-time’ remote biometric identification in
publicly accessible spaces, relying on personal characteristics,
are intrusive and can affect the private life of a large population,
evoke a feeling of constant surveillance, give deployers a
position of uncontrollable power and indirectly dissuade people
from free assembly. Technical inaccuracies can lead to biased
results and entail discriminatory effects.

Unacceptable Risk - AI system
prohibited
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Human dignity and the legal
principle of presumption of
innocence. Right to an effective
remedy, to a fair trial, and right
to defense.

AI systems used in law enforcement to make predictions,
profiles or risk assessments based on profiling of natural
persons or data analysis based on personality traits and
characteristics, including the person’s location, and past
criminal behavior for the purpose of predicting the
(re)occurrence of criminal offenses hold a particular risk of
discrimination against certain persons or groups.

Unacceptable Risk - AI system
prohibited

Right to education and training
and the right to
non-discrimination

AI systems used in education or vocational training for
decisions on admission, assignment to institutions, to assess the
level of education a person holds or should receive, to access,
monitor and detect prohibited behavior of students during tests
may determine the educational and professional course of a
person’s life and affect their ability to secure livelihood.
When improperly designed/used, such systems can be intrusive
and violate the right to education and perpetuate historical
patterns of discrimination against some groups.

High-risk -
AI systems must comply with
mandatory requirements

Right to work, data protection
and privacy.

AI systems used in employment and workers management
for recruitment, selection, decisions on initiation, promotion,
and termination, for personalized task allocation based on
individual behavior, personal traits or biometric data, and for
monitoring or evaluation of persons in work-related contractual
relationships may impact future career prospects, their
livelihoods and workers’ rights. Such systems may perpetuate
historical patterns of discrimination during the recruitment,
evaluation, promotion or retention processes. AI systems used
to monitor performance and behavior may also undermine the
essence of the rights to data protection and privacy.

High-risk -
AI systems must comply with
mandatory requirements

Right to social protection,
non-discrimination, human
dignity, and effective remedy.

AI systems used to grant access to private and public services
(e.g. healthcare, credit, essential services) may lead to
discrimination of persons or groups and perpetuate historical
patterns of discrimination and create new forms of
discriminatory impacts.

Similarly, AI systems used in decisions on the eligibility for health
and life insurance may also have a significant impact on persons’
livelihood and infringe their fundamental rights such as by
limiting access to healthcare or by perpetuating discrimination
based on personal characteristics.

High-risk -
AI systems must comply with
mandatory requirements
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Right to free movement,
non-discrimination, protection of
private life and personal data,
international protection, and
good administration.

AI systems used in migration, asylum, and border control
management affect people who are often in a particularly
vulnerable position and who are dependent on the outcome of
the authorities’ actions. Lack of accuracy, transparency, and
discrimination on AI systems used in those contexts may be
detrimental to their fundamental rights.

High-risk -
AI systems must comply with
mandatory requirements

Fundamental rights Possible biases can be inherent to AI systems through
underlying datasets, historical data used, unintentional
encoding by developers, or even when the systems are
implemented in real-world settings. Results provided by AI
systems are influenced by such inherent biases that are inclined
to gradually increase and perpetuate existing discrimination
against vulnerable groups.

High-risk - Providers should process
some categories of personal data to
ensure negative bias detection and
correction.

Fundamental rights Risks can result from the way AI systems are used (not just
designed).

Deployers should identify appropriate
governance structures, carry out a
fundamental rights impact assessment
prior to putting it into use, notify the
national supervisory authority, relevant
stakeholders and representatives of
groups of persons likely to be affected,
and publicly disclose the fundamental
rights impact assessment on their
website.

Table of AI Impacts and Regulation concerning the Rights of Persons with Disabilities and Vulnerable Groups.
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Annex 4. Scheduled Interviews and Interview Questionnaire

4. 1. Scheduled Interviews

Interviewee Organization Contribution

Interview 1 Charlie Pownall AIAAIC
Founder of the AIAAIC Repository, a data set of AI reported AI
incidents, used as a reference for the analyses of AI impacts on human
rights.

Interview 2 Leon Palafox Algorithia As an AI industry professional, this person contributed to the
perspective of the private sector with regard to AI impacts.

Interview 3 Ana Beduschi Exeter University Professor of Law specializing in the intersection between international
human rights law and technologies such as artificial intelligence.

Interview 4 Anonymus OHCHR/UN,
B-Tech Project

Adviser to the OHCHR B-Tech Project, this person contributed to the
perspective of the UN in the intersection of human rights and the
business sector, in line with the UNGP.

4.2. Interviews questionnaire

Interview 1

1. What motivated you to create the repository? What were the gaps or needs you saw that could be met
through the creation of the Repository?

2. What do you wish to achieve with the repository, keeping in mind the current scenario?
3. Through our research, we have found your Repository of incidents, and controversies of AI, as the best reference

for real-world incidents AI is generating in our society. What is your general perception of how AI is impacting
society based on the incidents that you have come across?

4. The AIAAIC Repository is used by researchers, academics, activists, policymakers, and industry experts at
universities, business schools, NGOs, think tanks, and businesses worldwide. Has this led to any major policy
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change, looking at the trends and owing to the controversies data collected, or have the authorities stayed
oblivious to the violations and abuses that happen towards individuals?

5. Do you visualize any trend or specific movement concerning the use of AI and its impacts drawing from the
Repository? What are the risks you can observe that are not explicitly classified in the repository? If so, do you
think the duty bearers are prepared to mitigate the scenario?

6. What is your view on the incidents that you came across related to predictive algorithm systems used in public
services?

7. How did the taxonomy for risks and transparency come about? We are interested to know what type of
framework you used as a reference to think about the risks of AI and automatization. Why did you think it was
the best way of framing it?

8. We are doing applied research on how AI is impacting human rights. And HR can be seen from different
perspectives around the world, and we are adopting the UDHR for this interview. In this context, do you see any
correlation between the incidents that have been reported and HR violations? Do you think they are a relevant
framework?

9. Which kind of issues do you think go unnoticed to the repository?
10. In your article titled AI, algorithmic and automation incidents and Controversies, you mentioned that one of the

reasons to “Why use the AIAAIC Repository” is to predict future trends. What do you think the future has in
store for us in the tech and human rights landscape?

11. What is your general perception of the issues? Is there any conclusion you have come to related to the trends of
impacts of AI on human rights?

Interview 2

General questions: risks and impacts
1. How do you perceive the claims for accountability and data privacy in the use of AI?
2. There is a lot of talk regarding the risk that AI poses to human well-being and existence. What is your take on

it? What would be the technical aspects behind the risks and impacts?
3. Since your work focuses on designing and implementing fault-detection solutions in various fields, including

generative AI models, have you encountered any instances of risks and abuses?
a. What about risks and abuses related to people with disabilities, children, ethnic and racial minorities?

AI and public services
4. Can you tell us about your experience on projects related to deploying AI within the context of the public

sector?
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5. What are your thoughts on using AI in public services? Should there be any hard limitations?
Regulation, human rights and business frameworks

6. What are the trade-offs of regulating?
7. How do you think the private sector is responding to discussions on AI regulation? Is risk-based regulation the

best approach?
8. We have seen regulations coming from the EU recently. Do you think that will have an impact in tech business

outside of the EU in terms of reference point of their development?
9. What are your observations regarding the private sector's engagement with discussions on human rights? Are

ethics/ human rights a good approach to harness AI risks? FATE.
10. How does Algorithia approach Human rights and Human-centric values in their services or products? How

does it work? Do you have to follow certain protocols when you are dealing with people with disabilities,
children, ethic and racial minorities?

Interview 3

1. Could you provide an overview of the B-Tech Project and its main objectives in relation to human rights and the
tech industry?

2. What specific regulatory gaps or challenges have you identified in the current landscape that inspired the
establishment of the B-Tech Project and also throughout the development of the project?

3. Could you discuss some insights that have emerged from your analysis of existing AI regulations, their
opportunities and shortcomings?

4. What type of trade-offs do you conceive in this regulatory and technological development arena?
5. How do you think the private sector is responding to discussions on AI regulation? Is risk-based regulation the

best approach?
6. What are some of the main challenges or obstacles that you have encountered in your efforts to bridge the gap

between human rights and technology-driven businesses?
7. What strategies or approaches does the B-Tech Project employ to engage with industry professionals? How do

these collaborations contribute to achieving the project's goals?
8. How do you think regulation is or should be addressing the rights of Women and Children, Racial and Ethnic

Minorities, People with Disabilities, and other vulnerable groups in the context of AI and technology-driven
businesses? How can we have the smart mix of measures considering differentiated needs?

9. Can you share any examples of successful initiatives or best practices that have emerged from the B-Tech
Project, demonstrating the positive impact of bringing human rights into tech business?
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10. How do you envision the future of AI regulation and its impact on human rights? Are there any emerging
trends or developments that you find particularly promising or concerning?

11. In your opinion, what role should governments, civil society organizations, and the private sector play in
promoting and safeguarding human rights within the tech industry? How can these stakeholders collaborate
effectively?

12. Finally, what are the next steps for the B-Tech Project, and what are your aspirations for the future regarding
the integration of human rights principles into technology-driven businesses through regulation?

Interview 4

1. As a Full Professor of Law specializing in international human rights law, and technologies such as artificial
intelligence, could you provide an overview of your current research and projects in these areas?

2. Based on your research and expertise, what significant findings or insights have you found regarding the
impacts of AI on human rights space?

3. In the context of minoritized groups such as Women and Children, People with Disabilities, Racial and Ethnic
Minorities and other minoritized groups, what are some implications of AI for the human rights related to these
groups?

4. What are the significant challenges or implications AI poses on safeguarding and protecting the rights of
children in the digital environment?

Regulation of AI
5. Within the realm of regulation and technological development of AI, what types of trade-offs do you envision?
6. What are your perceptions on the current regulation of AI in terms of adequately addressing the specific needs,

and protecting and safeguarding rights of Women and Children, Racial and Ethnic Minorities, People with
Disabilities and other minoritized groups? Are there any notable gaps or challenges?

7. In light of the emergence of AI and its potential harms for human rights, do you believe there is a necessity to
reassess or update the existing framework of international human rights law? If so, what specific areas or
aspects do you think require appraisal or modification to effectively address the challenges posed by AI and
ensure the protection of human rights?

63


